Breakthroughs in Firefly
deployment with Docker
and Kubernetes



Overview

Docker has created given us a lot of flexibility in our deployment
issues

Docker was fairly easy to learn
Docker is becoming our primary way to deploy firefly
Kubernetes has enable to handle deployments more abstractly

Kubernetes has help us detach deployments from a machine or
VM




The Problems

3 Big Issues

o We needed a better testing environment.
How do | start a server running a new Firefly bug fix or feature?

i.e. Run 10 instances of Firefly from 10 different branches

o A better sharing environment

How do | download and start firefly running?

o A better way to do production management

| am having trouble keeping up with all the firefly servers

What is | want to go from two to three?
What if | want to have several small ones.

What if | want to experiment with cloud deployment.




Past Answers
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This is why

we need Docker




Docker in my own Words

Docker is....

A way to package and run applications
Used to distribute an application

Isolates the application from the OS

Allows an application to run on various operating systems

Not a Virtual Machine, but it might feel like one at first

What makes it awesome: Just one command away...




Package and Run an Application

Or What is a Container?

* A Base environment
* All your code

 All the libraries, binaries, scripts, or dependencies

Docker Container

Installed
Packages




Experimenting with Docker

* Never start from scratch
* Docker is made to layer on (layer on layer)

 Library may put out containers that you can build on




Firefly Container

Additional We added Vi,

Firefly java and JavaScript
code in WAR file and
server configuration
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Firefly Container
We added vi,
Udgenges emacs, wget, etc
Firefly java and JavaScript :
cccdle i AR ﬁleand/' Firefly

server configuration

Dockerfile defined what goes into the container




FROM tomcat:9.0-jdk11-openjdk

UN apt-get up
vim procps v
rm -rf /var/lib/apt/1

r/local/tomcat
r/local/tomcat-base

Firefly Docker File s el

cp ${CA

chmod -R

The whole thing o

launchTomcat.sh \
cleanup.sh \

etupsh

tomcat-us
cont:

RUN chmod +x ${CATAL
mkdir —p ${
mkdir
mkdir TERNAL
7 bin conf lib
BASE}/conf/tomcat-users

setenv.sh

130 Lines

EN\
ENV MAX,
ENV

EN




Docker Directory

Dockerfile

cleanup.sh

context.xml

launchTomcat.sh

setenv.sh docker build -t ipac/firefly:mytag .
setupSharedCacheJars.sh

start-examples.txt

tomcat-users.xml

war file

firefly container, name: ipac/firefly:mytag docker push ipac/firefly:mytag

The Cloud
DockHub




Docker Hub

Firefly Tags

After the docker push command...

Docker Screen shot of Firefly builds
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Using Docker

The

Solutions




Problem solved: | need a sharing environment
Firefly docker contains live on DockerHub and are available to others

Run a release:

docker run --rm -p 8090:8080 -m 4G --name firefly ipac/fireflyirelease-2019.1 ]

/
OR

Firefly Tag

b

Run a new feature or bug fix ticket: ; S
docker run --rm -p 8090:8080 -m 4G --name firefly |pac/f|refIny|refIy-125 ]




2 Problems left

o We needed a better testing environment.
v A better sharing environment

o A better way to do production management

Now we need Kubernetes!




Docker Plus Kubernetes
What is Kubernetes

* Kubernetes- An open-source container-orchestration

system for automating application deployment, scaling,

and management.




Kubernetes in my own Words

A way to deploy one or many Docker containers without worrying
about the machine that it is running on

A way to manage a group of machines as set of resources

ie. | have 96 cores and 256 GB of RAM

A way to define what a deployment looks apart from the machines
or VMs

A deployment manager for a group of machines

Can’t spell it? K8S

It is the thing that gets the Docker container on a
server with URL, port, memory, cores




Development Flow
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Firefly/IRSA Kubernetes Testing Setup

We needed a better testing environment.

* 1 manager machine irsawebdev?9
3 worker machine 32 GB, 4 Cores each

» Allows for many testing servers

irsawebdev?
(Manager)

» Each Firefly docker deployment gets 1GB to 8GB
* Unique URL, for Example-

* https://irsawebdev9.ipac.caltech.edu/irsa-1391/firefly/

* https://irsawebdev9.ipac.caltech.edu/irsa-1234/firefly/




1 Problems left

v We needed a better testing environment.
v A better sharing environment

o A better way to do production management




K8S Manages a deployment

A better way to do production management
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All Problems Solved

v We needed a better testing environment.
v A better sharing environment

v’A better way to do production management




Summary

Wow this stuff is really Cool!




Questions? Who to Ask

* Docker Questions? Trey, Loi, Tatiana, David S.

e Kubernetes Questions? Loi, Tatiana, David S.




