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What is the VO, anyway?

A personal viewpoint:

The VO is fundamentally about distributed data
and services.

– Finding datasets by characteristics
– Finding subsets of data by attribute
– Retrieving data through standard interfaces

Uniform access to all data and metadata.

– Levels the playing field
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An example: Image metadata

Basic service:

– Find all the image datasets with data
covering a location or locations or
overlapping a region

– For a given image dataset, find the list of
(URL-downloadable) images or cutouts for
a location, locations, or region

And do all this fast.
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VOInventory implementation

Implementation choices

• R-Tree indexing for log(N) searching
• Memory-mapped files
• Parallelization / cluster processing
• Adjunct SQL filtering

Access

• REST-based web services (coming; older
HTTP service for now)

• HTML / AJAX NVO-specific interface
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R-Tree basics
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R-Tree basics (2)
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Memory-mapped files

• A segment of virtual memory is assigned a byte-
for-byte correlation with a portion of a file.

• Applications can then treat the file contents as if
it were in primary memory.

• R-Tree structures contain complicated memory
mappings and references and are slow to build.
Putting them in memory-mapped files means
they can be built “in memory” but saved and
moved around as files.
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Parallelization

• In general, fragmenting an index is a bad idea
since m*log(N) is substantially greater than
log(mN).

• However, really large files start to have paging
issues and it is often more operationally practical
to manage data in subsets.

• The VOInventory uses a threaded front-end /
multi-backend approach.
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SQL filtering

• VOInventory is primarily a spatial
search engine.

• However, many image metadata result
tables need further filtering to be
useful (e.g. isolating wavelength by
file name filtering).

• VOInventory allows for “post” filtering
of result tables using fully-functional
SQL constraint “where” clauses.
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Example
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Applications

This service is currently being used by:

• The NVO Inventory service
• Spitzer Heritage Archive interface
• LSST image metadata search service prototype
• Montage on-demand mosaicking service

GRITS II, IPAC       11 Jun 2010 VO Inventory
Service

11


