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The Palomar Transient Factory

Wide-angle, variable cadence sky survey
— 7.8 square degree imager (1” sampling)

— Uses 80% of Palomar 1.2m Oschin telescope time
for five years

Realtime transient detection
Realtime, automated transient classification
Automated followup using multiple facilities

Searchable archive of every detected source in
every frame
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CFH12K camera;
now the PTF Camera

Built for CFHT; modified by
COO for use on P48

12K x 8K mosaic
12 CCDs; 1 inoperative
1” sampling => 7.8 deg? FOV

Reaches m =21 in 60s
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PTF Project Schedule

Project startup

First light
Commissioning start

15t Science experiment start
15t Confirmed transient detection

Commissioning end

Summer 2007

13 Dec 2008
12 Jan 2009

15 Feb
2 March

May 2009




PTF discoveries to date
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IPAC Data Volumes

In production mode, PTF will generate ~60GB of raw data per night on
average.

Peak volumes will approach ~100 GB on clear winter nights.

All raw and processed data will be stored at IPAC.

A total of ~300 TB of raw and processed imaging data will be stored over
course of the 5-year survey.

2MASS SDSS HST Spitzer
Images 40x 40x 10x 16x
Database
Records 60x 140x N/A N/A

PAN-STARRS will produce data at a much higher rate (camera has 10x
as many pixels), but discards nearly all of it.
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IPAC Hardware

PTF Pipeline hardware currently includes:

— 12 Sunfire x4150 8-core pipeline drones
— 2 Sunfire x4150 DBMS servers =
— 1 Sunfire x4150 operations file server (software, sandboxes)

— 2 Nexsan SATAbeasts 42TB connected to IRSA file server for raw
and processed data (currently on-loan from Spitzer — will be
replaced in 100TB increments next year)

— 2 Sun 2540 6TB raid arrays for DBMS storage

— 4 Nexsan SATAblades for primary file server (software,
sandboxes)

— 2 Nexsan SATAblades for secondary database

Will require an additional 260 TB of storage to complete the survey.

Redundancy for failover capacity of both cpu and disks. Worst case is
a database failure, but the archive and working databases can be
rebuilt from each other.
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Overall Data Flow
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modules written in C.
These carry out basic

Pipeline

IPAC Image Processing Pipeline for PTF
Nouhad Hamam, IPAC, June 27, 2008, Version 5.1

Contributions by: Jason Surace, Russ Laher, Carl Grillmair, and Sean Mattingly

Dome frames Pixel Mask Sky frames

Bias frames

Astrometry.net Solution

functions, and are a

Domeflat Generation /

combination of in-
house and community
software (notably
Sextractor, Scamp, and
Astrometry.net)

Sextractor

Superbias Generation

1 CALIBRATION
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Superbias subtraction (image)

&
Object Detection and Masking
_

) SEEING Calculation

Pipeline currently
processes a night’'s data in

6-8 hours.
Reprocessing will be

floating bias subtraction (value)
/ Superflat Generation via

/Mask Generation | —W Masked Images

possible during normal

operations.
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speed will likely improve

FINAL TASKS

- Weight map generation for SExtractor

by a factor of two or more

- Copy of the processed images (NaNs replaced & multiplied by Pixel Area) Wlth the appl |Cat|0n Of

-Detecting NaNs, CCDBleeds and Rad Hits, and flagging in the DMask

multi-threading.
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Calibration

Though there are no set requirements, the goal is to obtain
2% photometry consistently.

Analysis of pipeline-generated flat fields currently indicates
stability of 0.5-1%.

Photometric calibration will be carried out using either
observed SDSS fields, or if possible, saturated Tycho stars.

— By virtue of their high surface density and all-sky
distribution, Tycho stars may enable us to obtain accurate
photometry even on traditionally non-photometric nights.

If SDSS fields are used, non-SDSS fields will be calibrated by
computing nightly extinction coefficients.
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Database

While IRSA continues to use Informix, the PTF operations database is being
run under Enterprise PostgreSQL

— Development has been under mixed database architecture.
The primary Sources table will contain astrometry and photometry of
every source detection over the course of the survey.

— This table, with between 20 and 40 billion rows, will be among the
largest tables ever created.

— Load testing underway to address speed/scalability issues.

A source association pipeline, run nightly, will generate a Merged Sources
table, which will provide time-series photometry for every source
detected.

— This is expected to be the primary science output of the IPAC pipeline.

— Exploring techniques under development for LSST for handling this quickly
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IRSA Interface

IRSA will provide a Gator-like interface to enable collaboration astronomers

(and later the public) to retrieve raw and processed images, image cut-outs,
supermosaics, and query tables by position, color, degree of variability, time,
etc.
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- NASA/IPAC Infrared Science \rchive y & T P :
" s ik, msig g g' vega aperture2 mag error ™ mag
for NASA's Infrared and Submﬂhmeter Data
mr r' vega aperture2 mag: rad=12 ™ mag
msig r perture2 9’ mag
m i i’ vega aperture2 mag: rad=1.2" ™ mag
msig i i’ vega aperture2 mag error ™ mag
SWIRE Lockman Region Spring '05 SWIRE Spitzer Catalog wim.u LD e B = mag
int m g g total integrated mag O mag
int mr r' total integrated ma mag
Quick Guide Tutorial Catalog List Process Monitor | | Program Interface e 2 Integ 2 = e
int m i i’ total integrated mag B mag
Run Query ) ( Reset Fields fla U class flag
flg g class flag =
OASIS Visualizer SPATIAL CONSTRAINTS ar R
fir £ -
|m.9‘o Validation fli i’ class flag =
Object Lookup Coordinate or
QA Tools Object Name: xid p NED p value for match =
Dust Extinction Examples:
Data Tags 289.3848 11.9674 cq | 46.5377 -0.2518 ga xid_dist distance between matching srcs

19h17m32s 11d58m02s Equ J2000 | M 31
Data Sets
2MASS ~

COSMOS ~

Search Method (choose one):
Radius |10 arcsec |3 PA Axial Ratio ADDITIONAL CONS

@ Cone:
IRAS ~ e 0<Radius<3600 arcsec)
IRTS ~ Box: S arcsec
0<Size<7200)
Polvgon: Vertices:
MULTI-OB, T SEARCH
O Upload Table: Choose File ) no file selected
- beta-release
Cone Search Radius: Axial Ratio



